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Abstract

This interdisciplinary thesis advances our understanding of solar transients by investigating the early
dynamics of Coronal Bright Fronts (CBFs), diagnosing solar type III radio bursts, and forecasting Solar
Energetic Proton (SEP) integral fluxes. Integrating these studies, we reveal the relationships among
these phenomena and their implications for space weather forecasting and hazard mitigation. Our anal-
ysis of 26 CBFs, using the Solar Particle Radiation Environment Analysis and Forecasting–Acceleration
and Scattering Transport (SPREAdFAST) framework and data from the Atmospheric Imaging Assem-
bly (AIA) and the Large Angle and Spectrometric Coronagraph (LASCO) instruments, unveils temporal
evolution, plasma properties, and compressional characteristics. The second study, employing the Low-
Frequency Array (LOFAR) and Parker Solar Probe (PSP), characterizes 9 type III radio bursts in the
combined dynamic spectrum and 16 in the LOFAR spectrum alone. Potential Field Source Surface
(PFSS) and magnetohydrodynamic (MHD) models offer insights into plasma conditions and magnetic
fields, advancing our understanding of type III radio bursts triggered by accelerated electrons associated
with CBFs and solar flares. Addressing forecasting, a bi-directional Long short-term memory (BiLSTM)
neural network using OMNIWeb data from 1976 to 2019 predicts SEP fluxes, emphasizing the haz-
ardous influence of energetic particles on Earth and technology. This work provides a unified framework,
highlighting the interconnected nature of solar transients and their collective impact on space weather.
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Definitions and Acronyms

Here, I provide definitions for key domain-specific terms and measurement concepts used consistently
throughout the thesis. Additionally, relevant terminology will be introduced within the corresponding
chapters. Below is a compilation of the essential technical terms and acronyms featured in this work:

CME – Coronal Mass Ejection
IMF – Interplanetary Magnetic Field
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NASA – National Aeronautics and Space Administration
GSFC – Goddard Space Flight Center
ESA – European Space Agency
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MAS – Magnetohydrodynamic Algorithm outside a Sphere
PSI – Predictive Science Inc.
PFSS – Potential Field Source Surface
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BiLSTM – Bi-directional Long short-term Memory
Adam – Adaptive moment estimation
MIMO – Multi-Input Multiple Output
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FN – False Negative
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Chapter 1

Introduction

1.1 Background and Motivation

The Sun, a typical star at the center of our solar system, displays various forms of activity across
different scales. This includes energetic eruptive events like solar flares and Coronal Mass Ejections
(CMEs), driven by the release of magnetic energy stored in complex magnetic structures in the solar
atmosphere (Moore et al. 2001; Priest & Forbes 2007; Zhang et al. 2012; Amari et al. 2014). These events
release electromagnetic radiation and energetic particles (Schwenn 2006; Pulkkinen 2007), affecting space
weather (Schrijver & Siscoe 2010a; Eastwood et al. 2017) (Fig. 1.1). They cause disturbances in near-
Earth and planetary environments, impacting communication, satellites, power grids, aviation, and space
missions (Lanzerotti 2001; Schwenn 2006; Pulkkinen 2007; Lilensten et al. 2014).

Understanding these solar phenomena and their impacts is crucial globally. Research aims to uncover
the underlying physical processes through observations, theory, and modeling, while also developing
predictive capabilities for space weather. This field, known as heliophysics (Schrijver & Siscoe 2010b),
encompasses studying solar, heliospheric, and geospace plasma processes, their impacts on technology
and space assets, and strategies for prevention and mitigation (Schrijver et al. 2015; Schrijver 2015).
Initiatives like NASA’s Living With a Star program and the National Science Foundation’s Space Weather
activities drive scientific understanding and predictive capabilities (Brewer et al. 2002).

This thesis focuses on investigating key aspects of solar eruptive activity and its impacts within the
realm of heliophysics and space weather. Specific topics include studying the propagation of coronal dis-
turbances triggered by CMEs and flares, the characteristics of solar type III radio bursts, and forecasting
Solar Energetic Particle (SEP) events, which pose significant space radiation hazards.

Figure 1.1: On the left side, a graphical illustration, adapted from ESA/A. Baker, CC BY-SA 3.0 IGO,
depicts different eruptive phenomena, while on the right side, there is a representation of spacecraft data
(specifically Wind/Waves data from Gopalswamy et al. (2019)) showcasing a radio dynamic spectra,
emphasizing distinct spectral categories of SRBs on November 9, 2000. Type-II bursts are correlated
with the shock front of a CME, whereas Type-IIIs are connected with the acceleration of SEPs. Image
courtesy1
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The thesis investigates the origins and propagation mechanisms of transient phenomena resulting
from solar eruptions. It employs observational data, analytical theory, modeling, and data science
techniques. Despite decades of study using space mission observations, gaps persist in understanding
their underlying physics and space weather impacts. The thesis aims to provide new insights within the
framework of heliophysics research. Each research topic is explored in dedicated chapters, discussing
background, significance, observational challenges, knowledge gaps, and relevant literature. More details
can be found in the thesis.

1.1.1 Coronal Waves

Coronal waves, also known as Coronal Bright Fronts (CBFs) or EUV waves, are large-scale arc-shaped
disturbances observed propagating across the solar corona following the eruption of CMEs and solar flares
(Thompson et al. 1998; Nindos et al. 2008; Vršnak & Cliver 2008; Magdalenić et al. 2010a; Veronig et al.
2010; Warmuth 2015). These waves, visible in EUV, white-light coronal emission, and radio wavelengths,
can span distances of up to several hundred Mm and travel at speeds ranging between 100-1000 kms−1 ,
faster than the local characteristic speed in the corona, eventually transforming into shock waves (Pick
et al. 2006; Thompson & Myers 2009; Nitta et al. 2013; Liu & Ofman 2014). They consist of piled-up
plasma with higher density, making them appear brighter in white-light images.

Discovered through observations obtained with the Extreme ultraviolet Imaging Telescope (EIT)
instrument on the Solar and Heliospheric Observatory (SOHO) that was launched in 1995, coronal waves
appear as bright propagating fronts in 19.5 nm wavelength imaging of Fe XII emission lines formed at
approximately 1.5 MK plasma (Thompson et al. 1998). Subsequent studies using SOHO/EIT and the
Transition Region and Coronal Explorer (TRACE) found correlations between coronal waves and CMEs,
suggesting they are fast-mode magnetohydrodynamic (MHD) waves driven by CME lateral expansions
(Biesecker et al. 2002).

Since 2010, the initiation and evolution of coronal waves have been observed with unprecedented
resolution by the Atmospheric Imaging Assembly (AIA) on the Solar Dynamics Observatory (SDO),
using multiple EUV passbands sensitive to a wide temperature range (Lemen et al. 2012; Nitta et al.
2013). Observing and studying coronal shock waves remotely is typically done through EUV observations
using space-based instruments like AIA onboard the SDO spacecraft. Alternatively, shock waves can be
indirectly observed through the detection of type II radio bursts, commonly associated with shock waves
in the solar corona (Vršnak & Cliver 2008).

The AIA instrument, with its exceptional spatial and temporal resolution, has provided significant
insights into the dynamics of the low solar corona over the past decade (Patsourakos et al. 2010; Ma
et al. 2011; Kozarev et al. 2011). By observing the solar disk in bands 193 and 211 Å, it distinguishes
compressive waves in the lower corona, offering valuable information about the kinematics and geometric
structure of CBFs. Observations off the solar limb are preferred to study the evolution of the wave’s
leading front accurately, mitigating projection effects that may introduce ambiguities (Kozarev et al.
2015).

CMEs typically consist of three parts (Fig. 1.2): the CME Front, CME Cavity, and CME Core
(Vourlidas et al. 2013). CBFs form in front of the expanding front of CMEs. In situ observations of
shock waves classify them into quasi-parallel, quasi-perpendicular, sub-critical, and super-critical shocks
based on the angle between the wavefront normal vector and the upstream magnetic field lines (Tsurutani
1985). Coronal waves display diverse morphology and kinematics, ranging from circular fronts to narrow
jets or expanding dome-like structures (Veronig et al. 2010). However, fundamental questions persist
regarding their physical nature and drivers (Chen 2016; Vršnak & Cliver 2008; Warmuth 2015), including
whether they are true wave disturbances or pseudo-wave fronts (Wills-Davey et al. 2007; Vršnak & Cliver
2008; Delannée & Aulanier 1999; Chen et al. 2002).

Extensive observational and modeling studies have been conducted to evaluate these paradigms,
but a consensus remains elusive (Patsourakos & Vourlidas 2012; Long et al. 2017). Addressing these
outstanding questions is crucial, as coronal waves are being incorporated into models as primary agents
producing SEP events and geomagnetic storms following CMEs (Rouillard et al. 2012; Park et al. 2013).
The present thesis undertakes an extensive statistical analysis of coronal EUV wave events observed by
SDO to provide new insights into their kinematical properties and relationship to CMEs and plasma
properties in the corona. It focuses on analyzing their large-scale evolution as a function of distance and
direction from the source region, aiming to uncover systematic trends in their propagation kinematics and
exploring relationships between different pairs of kinematical parameters compared to previous works.

1https://www.dias.ie/cosmicphysics/astrophysics/astro-surround/
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Figure 1.2: Composite image from the AIA and LASCO telescopes on the NASA-GSFC SDO and
NASA/ESA SOHO spacecrafts shows a large CME being ejected to the east and its typical structure.

These results have important implications for incorporating coronal waves into predictive models of
CMEs and SEP events for future space weather forecasting.

1.1.2 Solar Radio Bursts

Solar radio emissions, including solar radio bursts, are extensively studied due to their association with
solar activity and potential impacts on Earth’s atmosphere and technology. Type III bursts, originating
from transient energetic electron beams injected into the corona, serve as remote diagnostics for studying
energetic electrons and plasma dynamics (Ergun et al. 1998; Pick et al. 2006; Reid 2020). These bursts,
linked to plasma density, offer insights into processes driving solar active phenomena like CMEs and flares
(Reid & Ratcliffe 2014; Kontar et al. 2017). They provide valuable information on electron acceleration
and transport, shedding light on the dynamic interaction between non-thermal electron distributions and
ambient plasma (Melrose 1980).

Pioneering observations in the 1940s led to the classification and subsequent spectrographic studies
of solar radio bursts, uncovering emission mechanisms and particle diagnostics (Wild et al. 1963; Suzuki
& Dulk 1985). Magnetic reconnection models provided theoretical explanations for particle acceleration
generating these bursts (Holman et al. 2011). Radio imaging spectroscopy enables tracking of radio
sources on the Sun, offering insights into energetic particle transport from the Sun to Earth (Krucker
et al. 2011; Klassen et al. 2003a,b). Different burst types are observed and classified based on their
spectral characteristics (Fig. 1.3) (Wild et al. 1963), with this thesis focusing on a detailed analysis of
solar type III radio bursts.

Type III bursts manifest as intense enhancements of radio flux with rapid frequency drifts, observable
across a broad frequency spectrum from GHz to kHz (Wild & McCready 1950; Lecacheux et al. 1989;
Bonnin et al. 2008). They arise from energetic electron beams ejected during magnetic reconnection,
with the rapid drift corresponding to the beams’ propagation from the Sun’s lower corona outward along
open magnetic field lines (Cane et al. 2002; MacDowall et al. 2003). Investigating their source locations,
plasma environments, and beam kinematics is vital for understanding coronal particle acceleration and
transport relevant to SEP forecasting models.

Despite over 50 years of study, gaps persist in understanding the exciter beams and emission mecha-
nisms of type III bursts, including detailed electron acceleration sites, beam configurations, burst onset
drivers, and the role of density fluctuations in beam propagation (Reid & Kontar 2018b,a; Li & Cairns
2012). Recent work combining imaging and spectral data with modeling aims to constrain radio burst
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Figure 1.3: Diagram illustrating the classification of solar radio bursts. Image courtesy2

exciters in detail (Chen et al. 2013; Kontar et al. 2017), yet challenges remain in reconciling models
with observations and predicting radio diagnostics. Coordinated observations and modeling efforts can
advance knowledge in these areas, aiding predictions of energetic electron properties based on radio
diagnostics. This thesis undertakes a detailed investigation of a solar type III burst, deriving electron
beam trajectories, coronal densities, and emission sources, providing insights into the corona plasma
environment and energetic electron transport relevant to SEP forecasting applications.

1.1.3 Solar Energetic Protons Forecasting

Solar energetic protons (SEPs) are high-energy particles originating from solar flares and CMEs, char-
acterized by their high energy levels (up to the GeV/nucleon range) and potential to cause radiation
damage (Aschwanden 2002; Lin 2005; Reames 2013). Their fluence and energy spectrum depend on
various factors, including solar activity strength and interplanetary conditions (Kahler et al. 1984, 1987;
Debrunner et al. 1988; Miteva et al. 2013; Trottet et al. 2015; Dierckxsens et al. 2015; Le & Zhang 2017;
Gopalswamy et al. 2017). SEPs exhibit a strong association with the solar cycle, peaking during its max-
imum phase (Reames 2013), although the exact relationship remains complex and not fully understood
(Nymmik 2007; Ramstad et al. 2018).

Figure 1.4 illustrates the impact of SEPs during the Halloween storm of 2003, a significant solar event.
SEPs play a crucial role in adverse space weather, posing radiation hazards to humans and equipment in
space (Reames 1999). SEP events consist primarily of protons accelerated by CME-driven shock waves,
with gradual events involving protons above ∼ 10 MeV and impulsive events dominated by electrons and
ions like 3He (Reames 2013; Nitta et al. 2015).

SEP forecasting models face challenges due to the complex physics involved, motivating the explo-
ration of data-driven approaches using machine learning (Kahler et al. 2007; Laitinen & Dalla 2017).
Deep learning techniques offer promising avenues for improved predictions, capturing complex relation-
ships between parameters (Florios et al. 2018; Camporeale 2019). This thesis aims to develop deep Neural
Network models for predicting SEP intensity profiles, leveraging historical data to enhance forecasting
capabilities.

1.2 Objectives and Scope

This PhD thesis explores various solar phenomena, including CBFs, type III radio bursts, and SEP
events, aiming to deepen our understanding of solar corona physics and its relation to eruptions and
energetic particle radiation.

For CBFs, the research analyzes 26 historical events observed by the AIA instrument on SDO from
2010 to 2017, examining their properties and kinematics in relation to the coronal plasma environment.

2Types of solar radio bursts: http://solar.physics.montana.edu/takeda/radio_burst/srb.html
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Figure 1.4: Coronagraph image captured by the SOHO/LASCO C3 instrument during a Halo-CME
event. The speckled appearance of the corona results from signal contamination due to particles generated
when SEPs interact with the SOHO telescope.

Techniques like base-difference images and geometric models are employed to derive measurements,
alongside exploring shock properties within the CBFs.

The study of type III radio bursts focuses on unraveling their generation mechanisms, identifying their
sources in the solar corona, and investigating relationships with magnetic field structures and plasma
environment. It analyzes specific bursts observed on April 3, 2019, using data from LOFAR and PSP
instruments, comparing observations with existing models and exploring potential burst sources.

In SEP forecasting, the aim is to develop a BiLSTM neural network model capable of predicting daily
SEP integral flux over a three-day window for energy ranges >10 MeV, >30 MeV, and >60 MeV. The
model’s performance is evaluated against established forecasting models using historical SEP data from
the past four solar cycles, assessing accuracy and effectiveness through various metrics and correlation
analysis. By addressing these aspects of solar activity, this research advances our understanding of solar
dynamics and enhances our ability to predict space weather events impacting Earth.

1.3 Outlines

This dissertation examines CBFs, solar radio bursts, and SEP events. It analyzes the kinematics of CBFs
in the solar corona, investigating 26 CBFs associated with SEP events observed between 2010 and 2017.
The study employs the SPREAdFAST framework to understand CBF kinematics and plasma parameters,
aiding space weather forecasting and SEP event studies (Chapter 2). Additionally, it presents a method
for identifying and tracking CME-driven shock waves using wavelet transform and image filtering, with
applications in deep-learning solar datasets.

Another study in Chapter 2 explores the correlation between geomagnetic storm intensity and solar
and interplanetary phenomena, emphasizing the importance of considering CME speed and magnetic
structure orientation for accurate storm prediction. Chapter 3 focuses on type III radio bursts, analyzing
an event on April 3, 2019, and characterizing 16 bursts using multi-wavelength data and models, revealing
insights about plasma conditions along burst trajectories.

Chapter 4 investigates SEP events, modeling their acceleration and transport during coronal shock
events through the SPREAdFAST framework, and developing SEP forecasting models using a BiLSTM
neural network. The effectiveness of these models is validated through testing and benchmarking against
existing ones. Finally, Chapter 5 summarizes the dissertation’s key findings.
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Chapter 2

Remote Observations
Early-stages and Later-stages of Eruption

This chapter covers three main topics related to EUV waves and CMEs. Firstly, it focuses on the
kinematics of CBFs in both the lower and middle/outer coronas, along with an examination of coronal
plasma conditions during these eruptions. Additionally, it discusses my contributions to testing and
debugging theWavetrack Python library, developed by Stepanyuk et al. (2022), for detecting and tracking
solar features using wavelet transforms and filtering techniques. Lastly, it examines the research led by
Miteva et al. (2023) regarding the connection between reconstructed 3D CME models and geomagnetic
storm intensity, emphasizing the importance of accurate 3D modeling for space weather forecasting.
The chapter will present the results of each topic individually, followed by a combined discussion and
concluding remarks.

2.1 Introduction

CMEs are prominent indicators of solar activity, observable through various wavelengths including white
light, UV, and radio (Vourlidas et al. 2003; Zhang & Dere 2006; Bein et al. 2011; Bastian et al. 2001;
Veronig et al. 2010). Early CME phases are effectively observed in Extreme Ultraviolet (EUV) light,
facilitated by instruments like AIA aboard SDO (Lemen et al. 2011; Pesnell et al. 2012). CMEs can
induce shock waves in the solar corona, visible as EUV waves or CBFs (Thompson et al. 1998; Long
et al. 2011).

CBFs are disturbances propagating over the solar disk and limb, often faster than local characteristic
speeds, driven primarily by CMEs or solar flares (Thompson et al. 1998; Veronig et al. 2010; Vršnak &
Cliver 2008; Magdalenić et al. 2010b; Nindos et al. 2011). They appear as dome-shaped structures in
radio and white-light observations, composed of denser plasma and thus appearing brighter in images
(Pick et al. 2006; Nindos et al. 2008; Thompson & Myers 2009).

Studies have clarified CBF characteristics both on the solar disk and off the limb, confirming their
wave-like nature (Nitta et al. 2013; Long et al. 2011; Olmedo et al. 2012). Observations from instruments
like LASCO onboard SOHO have extended shock wave investigations beyond 2.5 R⊙ (Domingo et al.
1995; Vourlidas et al. 2003). While EUV observations link CMEs and EUV waves, understanding shock
waves in EUV remains incomplete (Patsourakos & Vourlidas 2009; Kozarev et al. 2011). Emission
measure modeling using AIA’s EUV channels provides insights into temperature and density changes
in the wavefront’s sheath (Kozarev et al. 2011). Multi-wavelength observations from SOHO/LASCO
and SDO/AIA instruments have revealed valuable information about CBF properties near the Sun
(Warmuth 2015). Factors such as nearby active regions or coronal holes can distort CBF morphology,
and a connection between CBFs and chromospheric disturbances known as Moreton waves has been
established (Ofman & Thompson 2002; Mann et al. 2003; Piantschitsch et al. 2018; Thompson et al.
1999). In this study, I analyzed 26 CBF events up to ∼ 17R⊙ using observations and modeling tools
from the Solar Particle Radiation Environment Analysis and Forecasting–Acceleration and Scattering
Transport (SPREAdFAST) framework (Kozarev et al. 2022). The study aims to characterize CBF
kinematics and estimate ambient plasma properties to understand the relationships between shock and
plasma parameters.
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Table 2.1: List of the CBF events with their associated flares and CMEs.

ID Event
Date

Flare
Start
(UT)

Flare
Max
(UT)

Flare
Class

EUV
Wave
Start
(UT)

EUV
Wave
End
(UT)

Source
X (”)

Source
Y (”)

CME
on

VCME AW

0 2010/06/12 0:30 0:57 20 0:55 1:19 633 390 1:32 486 119

1 2010/08/14 9:38 10:05 4.4 9:30 10:08 697 -26 10:12 1205 360

2 2010/12/31 4:18 4:25 1.3 4:15 5:01 799 246 5:00 363 45

3 2011/01/28 0:44 1:03 13 0:45 1:59 949 218 1:26 606 119

4 2011/03/07 19:43 20:12 37 19:31 22:59 614 553 20:00 2125 360

5 2011/05/11 2:23 2:43 0.81 2:20 2:35 785 399 2:48 745 225

6 2011/08/04 3:41 3:57 93 3:43 4:20 546 200 4:12 1315 360

7 2011/08/08 18:00 18:10 35 17:45 18:43 812 215 18:12 1343 237

8 2012/03/07 1:05 1:14 130 0:00 0:40 -475 397 1:30 1825 360

9 2012/03/13 17:12 17:41 79 17:03 17:44 804 352 17:36 1884 360

10 2012/07/23 u u u 2:09 2:48 912 -243 2:36 2003 360

11 2013/04/21 u u u 6:35 7:35 937 181 7:24 919 360

12 2013/05/13 15:48 16:05 280 15:44 16:20 -927 186 16:08 1850 360

13 2013/05/15 1:25 1:48 120 1:06 1:50 -852 199 1:48 1366 360

14 2013/05/22 13:08 13:32 50 12:33 13:20 875 238 13:26 1466 360

15 2013/06/21 2:30 3:14 29 2:31 3:21 -869 -268 3:12 1900 207

16 2013/10/25 7:53 8:01 170 7:53 8:29 -914 -158 8:12 587 360

17 2013/12/12 3:11 3:36 0.22 3:03 3:33 750 -450 3:36 1002 276

18 2013/12/28 17:53 18:02 9.3 17:10 18:00 942 -252 17:36 1118 360

19 2014/07/08 16:06 16:20 65 16:06 16:51 -767 163 16:36 773 360

20 2014/12/05 5:28 5:37 2.1 5:42 6:21 872 -366 6:24 534 172

21 2015/05/12 2:15 3:02 2.6 2:18 2:49 960 -192 2:48 772 250

22 2015/09/20 17:32 18:03 21 17:28 18:11 660 -429 18:12 1239 360

23 2015/10/29 u u u 2:13 2:52 951 -167 2:36 530 202

24 2015/11/09 12:49 13:12 39 12:51 13:27 -626 -229 13:25 1041 273

25 2017/04/01 21:35 21:48 44 21:31 22:19 761 308 22:12 516 115

2.2 EUV Observations

We conducted a study utilizing data from the SOHO/ERNE instrument, focusing on proton events with
energies between 17-22 MeV, spanning from 2010 to 2017. Initially, 216 events were identified, but after
stringent selection criteria were applied, 133 events were excluded due to various factors such as the
absence of EUV wave associations, CMEs, or flares. This left us with a final set of 26 events for analysis.
The selected events (Table 2.1), previously discussed in (Kozarev et al. 2022), were further examined
using imagery from the AIA instrument’s EUV channel 193 Å. These images, captured at a 24-second
cadence, provided the primary input for our analysis within the SPREAdFAST framework.

Detailed information about the selected events, including their start/end times, associated flares, and
source locations on the solar disk, was obtained from the Heliophysics Events Knowledge (HEK) database.
Notably, the mean latitude and longitude of the CBFs were calculated, along with their distribution
across the solar hemispheres and quadrants. CBFs, observed as faint quasi-spherical sheaths, were
primarily visible in the 193 Å channel. To analyze their evolution, sequences of base-difference images
were generated for each event, allowing us to track their propagation over time (Vourlidas et al. 2003;
Ontiveros & Vourlidas 2009; Kozarev et al. 2011; Ma et al. 2011).

The mean latitude and mean longitude of the CBFs were calculated as 56.35 and 378.04 arcsec,
respectively. Additionally, the mean latitudes of CBFs in the northern and southern solar hemispheres
were found to be 283.00 and -252.73 arcsec, respectively. As for the mean longitudes, they were -775.71
and 803.11 arcsec on the eastern and western sides, respectively.

To analyze the kinematics of CBFs, the Coronal Analysis of SHocks and Waves framework (Kozarev
et al. 2017, CASHeW) was employed. This semi-automated technique involved extracting annular regions
from AIA images and mapping them onto polar projections (Fig. 2.1). By tracking intensity changes
along radial and lateral directions, we could measure the kinematics of the CBFs.

Furthermore, plasma parameters and modeling were performed using information retrieved from the
HEK database and Nariaki Nitta’s catalog of coronal waves (Nitta et al. 2013). The SPREAdFAST
framework facilitated calculations of kinematics, inference of shock parameters, and determination of
plasma properties for each event.

To accurately determine the positions of CBFs over time, we employed several algorithms, includ-
ing Savitzky-Golay filtering (Savitzky & Golay 1964) for data smoothening and local minima/maxima
ordering for identifying wave positions. Additionally, we manually specified starting and ending times
for each CBF event and determined their corresponding heights above the solar limb. By analyzing
intensity values, we defined the positions of CBFs at each time step, considering the front and back of
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Figure 2.1: Illustration for the annulus method used to extract kinematic data from AIA images. (A)
shows the full Sun disk with the relevant region highlighted for analysis (green sector). The white box
outlines the AIA FOV. (B) displays the extracted annular region mapped onto polar coordinates, with
the actual data extent marked by the white curve. Black lines indicate the directions used for measuring
radial and lateral motions. (C) shows a stacked plot of intensity along the radial direction, with green
markers highlighting intensity peaks and their corresponding distances from the CBF wavefront. The
white lines represent the time interval during which the CBF is tracked within the AIA FOV. This figure
is curated from (Kozarev et al. 2017).
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the wave to be at 20% of the peak intensity. Furthermore, we applied mathematical techniques such
as Levenberg-Marquardt least squares minimization (Markwardt 2009) and bootstrapping optimization
(Efron 1979) to fit fourth-order polynomials to the wave positions, enabling measurements of speeds,
accelerations, intensities, and thicknesses in both radial and lateral directions.

Finally, measurements of CBF heights and lateral positions were obtained relative to the solar disk
and wavefront direction, respectively, providing comprehensive insights into the dynamics of these solar
phenomena. For further reference, the HEK database1, Nariaki Nitta’s catalog of coronal waves2, and
the LASCO CME Catalog3 were utilized, along with detailed summary plots available in the online
SPREAdFAST catalog4.

2.3 Data Analysis and Methods

The Solar Particle Radiation Environment Analysis and Forecasting—Acceleration and Scattering Trans-
port (SPREAdFAST) system, developed by Kozarev et al. (2022) and referred to as SPREAdFAST
throughout this discussion, operates as a physics-based prototype for forecasting SEP events within the
heliosphere. Built upon the CASHeW framework, SPREAdFAST integrates data-driven models to fore-
cast various aspects of SEP events, including arrival times, maximum intensities, and fluxes at different
locations in the inner heliosphere. These predictions play a vital role in space weather forecasting, con-
tributing to the protection of assets owned by the European Space Agency (ESA) and aiding satellite
operators in making informed decisions to mitigate the impacts of space weather on electronics and
human activities in space (Kozarev et al. 2022).

The SPREAdFAST catalog offers summary plots of J-maps and kinematic data for each SEP event,
as highlighted by Kozarev et al. (2022). Additionally, to ensure consistency in lateral kinematic mea-
surements, an averaging technique is applied to data from both lateral left and right flanks, as described
by the same authors. Further analysis involves the application of a Savitzky-Golay fit, as outlined in
previous work by Kozarev et al. (2019), and the utilization of analytical models for CME kinematics by
Gallagher et al. (2003) and Byrne et al. (2013) to extrapolate smoothed radial positions up to ∼17R⊙ .

Moving forward, the development of synthetic shock models (S2M) forms the next phase of the study,
as mentioned by Kozarev et al. (2022). These models, operating at a 24-second cadence, are constructed
based on extrapolated radial and lateral kinematic results and incorporate major and minor axes of
spheroids representing compressive waves. The shock surface is delineated from the onset of the CBF until
its nose reaches 10 R⊙ and then extended up to 30 R⊙ utilizing results from the Magnetohydrodynamic
Algorithm outside a Sphere (MAS) synoptic coronal model.

The methodology for estimating shock density jump is detailed by Kozarev et al. (2017), involving the
calculation of differential emission measure (DEM) during and before the event at each shock crossing and
timestep. This approach, informed by Cheung et al. (2015), provides insights into the variation in density
across shock structures. Notably, while the density jump within the AIA FOV typically remains below
1.2, regions beyond observational limits are assigned a value of 1.2, assuming the presence of weak shocks.
To facilitate analysis, the synthetic shock model is segmented into distinct regions–the cap representing
the shock nose, Zone 1, and Zone 2 representing the shock flanks–as explained by Kozarev et al. (2022).
This segmentation aids in the examination of plasma parameter distributions across different sectors of
the shock surface, as depicted in Figure 2.2.

2.4 CBF Kinematics and Geometric Modeling: Case Study
May 11, 2011

In this section, I analyze a case study event in the low corona region and investigate plasma parameters
along shock-crossing magnetic field lines in the AIA FOV.

2.4.1 Event Context

The eruption occurred on May 11, 2011, at around 02:20 UT (Fig. 2.3), originating from an active
region in the northwestern sector (N18W52). It involved a massive shock wave propelled by a fast

1HEK Database: www.lmsal.com/isolsearch
2Nariaki Nitta’s Catalog: https://lmsal.com/nitta/movies/AIA_Waves/index.html
3LASCO CME Catalog: https://cdaw.gsfc.nasa.gov/CME_list/
4SPREAdFAST Catalog: https://spreadfast.astro.bas.bg/catalog/
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Figure 2.2: Synthetic shock model divided into three segments; the cap zone in blue and the flank zones
are in red and green.

partial-halo CME, with a linear speed of 745 kms−1 , a 2nd-order speed at 20R⊙ of 776 kms−1 , and
an acceleration of 3.3 m s−2. The eruption was accompanied by a weak B8.1 solar flare and an eruptive
filament observed by the SDO/AIA instrument. Additionally, a type II radio burst was associated with
the eruption, observed by the Learmonth spectrogram. Proton fluxes near 1 AU showed an increase, and
an SEP event was detected at Earth with onset time of 03:39 UT and a Jp of 0.0133 protons/(cm2 s sr
MeV) in the energy channel 17-22 MeV (Miteva et al. 2016, 2017). Jp is the peak proton intensity after
subtracting the pre-event level.

2.4.2 Low Corona Part

To investigate the kinematics of the CBF event, I employed the CASHeW module within the SPREAd-
FAST framework. The shock wave’s asymmetrical evolution is detailed, along with its morphological
changes over time. The average speeds and accelerations for the radial and lateral directions are provided
(Fig. 2.4), along with a comparison of wave thickness between flanks. The shock surface is divided into
segments for further analysis (Fig. 2.2). Table 2.2 provides a summary of the statistical results, and the
results for the three segments are summarized in Table 2.3. Moreover, shock-crossing magnetic field lines
during this event were investigated in (Kozarev et al. 2022), with key plasma parameters analyzed up to
10R⊙ . The aspect ratio of the coronal wave’s geometry is discussed, along with changes in shock-field
angle and magnetic field amplitude over time and radial distance.

2.4.3 Middle/Outer Corona Part

Complementary measurements from the SOHO/LASCO instrument5 expand the analysis of EUV waves’
kinematics in the middle/outer corona. The height-time profile of the CME leading edge associated with
the coronal wave is examined, employing fitting models of Gallagher et al. (2003) and Byrne et al. (2013)
to analyze the data (Fig. 2.5). Insights into the wave’s acceleration and speed variation over time and
distance from the Sun are provided (Fig. 2.6).

2.5 Statistical Study

I conduct a thorough statistical analysis of coronal wave events observed in the AIA and LASCO FOVs,
focusing on kinematic characteristics and plasma parameters.

5LASCO CME Catalog: https://cdaw.gsfc.nasa.gov/CME_list/
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Figure 2.3: AIA running-difference images capture a coronal wave evolving over 9 minutes near the Sun’s
western limb, exhibiting markedly changing intensity and structure as observed in 171, 193, and 211 Å.

Table 2.2: Mean values and their standard deviation of the wave parameters in the radial direction and
the lateral direction for the left and right flanks, at the front, peak, and back sides of the wave for the
event occurred on May 11, 2011, in the SDO/AIA FOV.

Parameter Direction Front Peak Back

< speed > kms−1
Lat. Left 218.46 ± 9.04 297.46 ± 5.45 293.94 ± 9.04
Radial 427.46 ± 51.85 433.11 ± 82.86 400.81 ± 83.78

Lat. Right 494.69 ± 0.00 509.25 ± 1.02 498.97 ± 9.21

< accel. > m s−2
Lat. Left -414.62 ± 227.23 -401.46 ± 164.62 -385.77 ± 227.23
Radial 147.41 ± 1009.19 758.97 ± 1287.65 485.38 ± 1365.80

Lat. Right -415.04 ± 0.00 -209.81 ± 22.32 -266.68 ± 250.80

< intensity > DN
Lat. Left 250.60 ± 5.90
Radial 403.34 ± 143.30

Lat. Right 489.04 ± 2.86

< thickness >R⊙

Lat. Left 0.07 ± 0.00
Radial 0.04 ± 0.01

Lat. Right 0.09 ± 0.00
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Figure 2.4: Time-series kinematics of the CBF parameters for the front, peak, and back positions in
the AIA FOV, with measurement uncertainties shown as small bars over the data points. The horizon-
tal lines in the speed and acceleration panels denote the mean speeds and accelerations for the wave
front, peak, and back with respective colors. The left and right columns represent the lateral kinematic
measurements in the left and right flanks of the wave, respectively. The middle column represent the
kinematic measurements in the radial direction.

Table 2.3: Mean, median, and standard deviation of the shock parameters output, from the interaction
of the S2M spheroid with the MAS MHD model results, for the shock’s cap and flanks and for the whole
shock surface, for the event on May 11, 2011.

Segment Parameter
Statistics

Mean Median Stdv
All VSHOCK kms−1 577.77 578.39 72.79

θBN
o 70.06 0.63 44.83

BMAG G 0.046 0.038 0.070
Density Jump 1.193 1.188 0.185

Cap VSHOCK kms−1 555.18 550.86 42.46
θBN

o 19.37 3.61 25.51
BMAG G 0.046 0.036 0.070

Density Jump 1.193 1.188 0.015
Zone 1 VSHOCK kms−1 613.69 609.32 59.42

θBN
o 6.46 0.21 50.92

BMAG G 0.045 0.045 0.066
Density Jump 1.190 1.187 0.008

Zone 2 VSHOCK kms−1 631.37 614.23 73.07
θBN

o 0.10 0.51 10.61
BMAG G 0.046 0.029 0.071

Density Jump 1.194 1.188 0.016
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Figure 2.5: Top panel – Height-time profile compiled from AIA and LASCO measurements for the event
occurred on May 11, 2011, fitted with two CME kinematics models from the photosphere up to 17R⊙ .
Middle panel – Difference between the fitting and the real observations. Bottom panel – Relative residuals
in %.
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Figure 2.6: Extrapolated radial kinematics for the event occurred on May 11, 2011, based on the ballistic
model of Gallagher et al. (2003) up to 17R⊙ .

Table 2.4 summarizes statistical parameters related to shock characteristics, such as wave speed,
intensity, and thickness in the AIA FOV. Analysis reveals higher speeds, accelerations, lower mean
intensities, and thickness in the radial direction compared to the lateral direction, suggesting early
elongation of waves near the Sun. Figure 2.7 illustrates EUV waves’ kinematics evolution in the AIA
FOV, showing parameter distributions as a function of distance for shock speed, acceleration, wave
intensity, and thickness in radial and lateral directions. Speed and intensity decline with distance due to
momentum loss and decreasing plasma densities. All dynamic spectra for individual events are accessible
on the SPREAdFAST catalog webpage6.

Table 2.4: Statistics of the EUV wave kinematics in the SDO/AIA FOV for the 26 events. LL and LR
refer to the lateral left and right flanks, respectively. Rad refer to the radial front direction.

Speed ( kms−1 ) Accel. (km s−2) Intensity (DN) Thickness (R⊙ )
Aspect ratio LL Rad LR LL Rad LR LL Rad LR LL Rad LR

Max 2.00 1574.81 2053.73 983.58 28.19 81.01 13.89 1348.87 2431.95 1498.45 9.600 0.185 6.100
Min 0.84 2.11 40.30 2.30 -35.24 -81.01 -9.89 0.53 0.17 150.30 0.027 0.018 0.022
Mean 1.87 316.17 413.60 264.50 -0.15 0.98 0.13 438.99 681.46 442.46 0.715 0.059 0.231
Median 2.00 284.77 349.32 216.32 0.03 0.37 0.11 337.96 425.23 389.06 0.102 0.055 0.076
Stdv. 0.33 261.01 336.11 191.13 5.53 11.08 2.05 292.26 592.78 227.10 1.721 0.030 0.776

Histograms in Figure 2.8 depict correlations between shock-field angle ”THBN ”, coronal magnetic
field ”BMAG”, plasma density ”DENSITY ” Alfven speed ”VA”, shock speed, and shock density jump
”SHOCKJUMP”. Moderate positive correlations exist between magnetic field and density, and between
magnetic field and Alfven speed, suggesting common underlying physical processes. A negative cor-
relation between magnetic field and shock density jump implies stronger magnetic fields associate with
smaller density jumps across shock surfaces, possibly due to magnetic field pressure resisting plasma com-
pression or faster Alfven waves mitigating density jumps. Further exploration is warranted to establish
definitive connections and parameterize shock density jumps.

6SPREAdFAST Catalog: https://spreadfast.astro.bas.bg/catalog/
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Figure 2.7: Dynamic spectra of the EUV waves kinematics in the AIA FOV. The panels from the top to
the bottom are the wave speeds, acceleration, mean intensity, and thickness. The left column is for the
lateral left flank, the central column is for the radial direction, and the right column is for the lateral
right flank.
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Figure 2.8: Histograms of along-field-lines model plasma parameters in the solar corona for all the 26
events. The vertical dashed red lines are the mean values.
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2.6 Conclusions

I conducted a study characterizing 26 historical CME-driven CBFs in the low solar corona, observed with
the AIA instrument onboard the SDO spacecraft. Utilizing the SPREAdFAST framework, we integrated
physics-based and data-driven models to estimate coronal magnetic fields, shock wave dynamics, energetic
particle acceleration, and SEP propagation. The analysis relied on AIA base-difference images to generate
annulus plots and J-maps for kinematic measurements in radial and lateral directions.

Various time-dependent and distance-dependent kinematic parameters were computed, including
shock speed, acceleration, intensity, and thickness. LASCO measurements up to 17R⊙ were incorpo-
rated to improve SEP spectra characterization. Kinematic measurements facilitated time-dependent 3D
geometric models of wavefronts and informed plasma diagnostics through MHD and DEM models.

Shock kinematic measurements were used to fit geometric spheroid surface models for each time step,
capturing shock characteristics accurately. Parametrized relationships between plasma parameters were
explored to identify connections and interdependencies.

The findings contribute to understanding shock kinematics and plasma parameters. Future investiga-
tions will focus on SEP acceleration near the Sun and transport of coronal and interplanetary particles,
refining shock and coronal parameter characterization methods for enhanced accuracy and reliability.
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Chapter 3

Solar Radio Observations
Integrating Data for Coronal Diagnostics

In this chapter, I focus on multi-wavelength observations of solar type III radio bursts and modeling
studies of plasma parameters and coronal magnetic fields to understand solar radio emission mechanisms
during quiet times and coronal conditions influencing burst propagation. Initially, I introduce type III
radio bursts and detail the data used, followed by output presentation and interpretation.

3.1 Introduction

Type III radio bursts result from energetic electron beams injected into the solar corona, propagating
along IMF lines Ergun et al. (1998); Pick (2006); Reid (2020). These beams trigger plasma waves,
transformed into radio emission at local plasma frequency or its harmonics Melrose (2017). They manifest
as intense emissions drifting in frequency over seconds to minutes, detectable across a wide frequency
range Wild & McCready (1950); Lecacheux et al. (1989); Bonnin et al. (2008), offering insight into solar
active phenomena Reid & Ratcliffe (2014); Kontar et al. (2017).

Electron beams persist well beyond 1 AU, providing in situ insights into burst and ambient helio-
spheric conditions, including electron density, beam speed, and Langmuir wave detection Dulk et al.
(1985); Boudjada et al. (2020); Gurnett & Anderson (1976, 1977); Reid & Ratcliffe (2014). Combining
ground-based and space-borne observations is crucial for comprehensive analysis.

This work studies type III bursts on April 3, 2019, using data from LOFAR van Haarlem et al.
(2013) and PSP Fox et al. (2016), integrating PFSS and MAS models Altschuler & Newkirk (1969);
Schatten et al. (1969); Mikić et al. (1999). LOFAR imaging provides burst source localization, expanding
knowledge of electron beam triggers and coronal conditions. Understanding these aspects is crucial for
comprehending solar energetic particles, solar wind, and their effects on near-Earth space.

Previous studies have investigated type III burst mechanisms Chen et al. (2013); Bonnin et al. (2008);
Reiner et al. (2009); Saint-Hilaire et al. (2012); Morosan & Gallagher (2017); Pulupa et al. (2020); Krupar
et al. (2020); Cattell et al. (2021); Harra et al. (2021); Badman et al. (2022). Modern instruments
like LOFAR and PSP offer enhanced sensitivity, yet challenges remain, including electron acceleration
mechanisms and discrepancies between observations and models.

The chapter is structured as follows: Section 3.2 describes LOFAR and PSP observations of type III
bursts; Section 3.3 explains data analysis and modeling techniques; Section 3.4 presents analysis results,
investigating physical mechanisms and comparing with solar corona models; and Section 3.5 summarizes
findings and discusses implications.

3.2 Observations

Several studies have investigated solar radio emissions during the PSP’s second encounter in late 2019
Krupar et al. (2020); Pulupa et al. (2020); Cattell et al. (2021); Harra et al. (2021); Badman et al. (2022).
This study focuses on type III radio bursts occurring on April 3, 2019, between approximately 12:10 and
12:50 UT, coinciding with active regions AR12737 and AR12738. AR12737, on the near side of the Sun,
exhibited a β magnetic configuration with eight sunspots Hale et al. (1919), while detailed observations
of AR12738 were unattainable due to its far-side position.
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Figure 3.1: Radio dynamic spectra for a single burst obtained from multiple instruments. The top-
left panel is from the LOFAR/LBA instrument, the top-right is from the PSP/FIELDS instrument, the
bottom-left is from the STEREO/SWAVES instrument, and the bottom-right is from the Wind/WAVES.
The vertical red dashed line denotes the start time of the burst.
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Figure 3.2: Top view of the spacecraft positions in the ecliptic plane at 12:15 UT on April 3, 2019, with
the Sun-Earth line as the reference point for longitude. The Earth’s location is representative of the
positions of LOFAR, Wind/WAVES, and GOES-15/XRS instruments. The spacecraft were connected
back to the Sun by a 400 km/s reference Parker Spiral. The black arrow represents the longitude of
AR12737 and the blue arrow represents the longitude of the AR12738. The gray dotted lines are the
background Parker spiral field lines. The black dashed spiral shows the field line connected to the
AR12737, and the blue dashed spiral is connected to the AR12738. The figure is generated using the
Solar MAgnetic Connection Haus (Solar-MACH) tool (Gieseler et al. 2023).
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Figure 3.3: Exploring the X-ray and EUV emissions from the Sun. The top panel showcases a cutout
region of the SDO/AIA 193 Å image of the solar disk along with the STEREO-A EUVI 195 Å point of
view. The white curve is the limb of the solar disk as seen by AIA from the right side. The red and
blue colors are the contours of the line-of-sight magnetogram from the SDO/HMI instrument. The levels
are (50, 100, 150, 300, 500, 1000) Gauss. The middle panel shows the X-ray flux from the GOES-14
spacecraft shows minimum activity. The bottom panel shows the time series of the ESP Quad band from
the SDO/EVE instrument, which shows the solar irradiance in the EUV band.
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Intense type III radio bursts were observed by four instruments (Wind/WAVES, PSP/FIELDS,
STEREO-A/SWAVES, and LOFAR/LBA) during a regular survey. Figure 3.1 displays the first type III
burst observed by these instruments, with the start time determined using the second derivative of the
light curve at specific frequency channels. The relative orientations of the instruments with respect to
Earth are shown in Figure 3.2, with PSP and STEREO spacecraft almost aligned with the Sun. The
solar disk appeared quiet, with no X-ray or EUV transient emissions during the study period, confirmed
by GOES-15/XRS and SDO/EVE observations. Despite this, the sensitive LOFAR telescope detected
bursts close to noon, corroborated by PSP data.

Localized regions of relatively higher intensity, likely small-scale coronal brightening spots or camp-
fires, were observed in EUVI and AIA images Young et al. (2018); Madjarska (2019); Berghmans et al.
(2021). Subsequent subsections introduce the PSP and LOFAR instruments and their observations of
the radio bursts.

3.2.1 PSP Observations

Parker Solar Probe (PSP) is a spacecraft launched in 2018 to study solar corona and solar wind (Fox
et al. 2016). I utilized level-2 data from the FIELDS instrument suite (Bale et al. 2016; Pulupa et al.
2017), available in CDF format on the PSP FIELDS data products website1. Data values were converted
from V 2/Hz to dB units using a threshold of 10−16 V 2/Hz for radio burst detection (Pulupa et al. 2020).
High- and Low-Frequency Receiver data were combined into a single dynamic spectrum covering 10.5
kHz to 19.2 MHz, with noise minimized through subtraction of mean intensity values.

3.2.2 LOFAR Observations

The LOw Frequency ARray (LOFAR) telescope (van Haarlem et al. 2013) observes the Sun at frequencies
between 10 and 240 MHz. Dynamic spectrum data from the Low-Band Antenna (LBA) were obtained
from the LOFAR long-term archive2. Background subtraction and Gaussian smoothing were applied
to clean the spectrum. PSP and LOFAR spectra were combined, considering the travel time difference
of radio signals from the Sun to each instrument. LOFAR data were down-sampled to match PSP’s
7-second cadence. The resulting combined spectrum is shown in Figure 3.4. LOFAR’s LBA frequency
ranges between 19.82 and 80.16 MHz, while PSP’s cover 10.55 kHz to 19.17 MHz.

To automatically detect type III radio bursts in the combined dynamic spectrum, I applied the
algorithm proposed by Zhang et al. (2018), which employs probabilistic Hough transformation to detect
vertical bright edges within a specified deviation angle from the vertical direction.

3.3 Methods

3.3.1 Imaging of Radio Sources

I developed an automated pipeline to preprocess and calibrate LOFAR interferometric data for solar
radio imaging (Zhang et al. 2022a). Burst detection was performed using the algorithm by Zhang et al.
(2018) on combined LOFAR and PSP dynamic spectra (Fig. 3.4). The Parker electron-density model
(Parker 1960) was employed to map bursts to radial distances, with least-squares fitting used to derive
frequency drifts and electron beam speeds.

Subsequently, burst detection was repeated on LOFAR dynamic spectra alone (Fig. 3.5) to identify
(f, t) pairs for each burst. Snapshot frequencies were selected for interferometric imaging, calibrated
using Tau-A observations. The WSClean algorithm (Offringa et al. 2014) was applied to obtain cleaned
images of radio sources at the chosen frequencies.

Persistence imaging was employed to enhance image clarity and information content (Thompson &
Young 2016). This method compares pixel values across a time-ordered series of images, retaining the
brightest values to create a persistent display.

To determine type III source locations in 3D space, LOFAR observations were combined with model-
ing. Grids of footpoints were constructed on GONG magnetogram data around active regions AR12737
and AR12738. Pfsspy package (Stansby et al. 2020) traced coronal magnetic field lines, aiding in estimat-
ing source radii and 3D positions. Radial distances of sources from the Sun were determined assuming
harmonic emission, considering Newkirk electron-density models (Newkirk 1961, 1967). Deprojection of

1PSP FIELDS data products: http://research.ssl.berkeley.edu/data/psp/data/sci/fields/
2LOFAR LTA: https://lta.lofar.eu/
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Figure 3.4: Automatic detection of type III radio bursts from the combined radio dynamic spectrum of
LOFAR and PSP instruments. The dashed horizontal lines separates the LOFAR frequency range (top)
and the PSP frequency range (bottom).

Table 3.1: Characteristics of the type III bursts detected via the automatic algorithm from the combined
spectrum.

Burst
ID

Start Time
(UT)

End Time
(UT)

Start Frequency
(MHz)

End Frequency
(MHz)

Frequency Drift
(MHz s−1)

Beam Speed
(c)

1 12:18:45 12:22:42 76.44 1.57 0.892 0.044
2 12:34:05 12:36:31 41.24 0.86 0.241 0.119
3 12:34:40 12:34:56 54.44 26.54 3.992 0.046
4 12:37:14 12:38:09 66.03 10.02 4.006 0.046
5 12:38:17 12:40:54 76.92 1.57 0.77 0.066
6 12:39:34 12:40:11 78.86 11.93 3.192 0.062
7 12:40:28 12:40:40 45.34 22.9 3.21 0.067
8 12:41:39 12:43:06 78.21 2.13 1.555 0.093
9 12:43:53 12:44:15 59.07 42.13 2.424 0.013

23



type III sources was performed to estimate their 3D positions relative to Earth’s line of sight (LOS)
(Fig. 3.7). Axes translations between LOFAR images and 3D space were accounted for. Detailed expla-
nations and equations are provided in Appendices ?? and ??.
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Figure 3.5: Automatic detection of type III bursts observed by LOFAR. The red symbols along the fit
lines are the (f, t) coordinates of the image snapshots shown in Figure 3.6.

3.3.2 Modeling

To analyze the coronal plasma environment during the events, I utilized standard coronal solutions from
MHD simulations by Predictive Science Inc. (PSI) based on the MAS code (Mikić et al. 1999). The PSI
MAS coronal solution for April 3, 2019, at 12:00 UT was obtained from the PSI data archive. Initially,
I determined the angle between the burst’s radial vector and the line of sight (LOS), as well as the
complement angle representing the separation between the radial vector and the Earth’s perspective.
Using the complement angle, I derived the Carrington longitude to extract a longitudinal segment from
the MAS datacube, treating it as if it were in the plane of the sky (POS). Longitudinal slices were
extracted using the psipy python package. The FORWARD model, responsible for generating synthetic
coronal maps, was then applied to the selected data slice. In Figure 3.8, the first radio contour of the
sixth type III burst is overlaid on 2D maps of plasma parameters. These parameters include plasma
density, temperature, magnetic field strength, plasma beta parameter, total plasma pressure, and Alfven
speed. Estimates of local plasma conditions at the centroids’ coordinates of type III sources for each
frequency band are illustrated in Figure 3.9 for the sixth type III burst.

3.4 Results and discussion

3.4.1 Type III Radio Burst Detection and Characterization

Radio waves arrived at STEREO one minute before reaching Wind (Fig. 3.1). However, due to the close
proximity to the Sun, the difference in arrival times is within the resolution of the observations, making
it inconclusive which spacecraft detected the emission first.

The combined dynamic spectrum from LOFAR and PSP (Fig. 3.4) showed limitations in detecting
type III bursts compared to LOFAR alone, possibly due to frequency drift and dispersion challenges. Nine
bursts were captured from the combined spectrum, while 16 were traced in LOFAR alone (Table 3.1).

3.4.2 Imaging of Radio Emission Sources

Persistence imaging of the 16 type III bursts from LOFAR (Fig. 3.6) suggested a common origin in the
south-east quadrant of the solar disk, despite the absence of an active region at that precise location.
A 3D projection of radio source contours onto the coronal magnetic field (Fig. 3.7) revealed a south-
eastward propagation relative to Earth’s perspective. The radio sources aligned with closed field lines in
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Figure 3.6: Persistence imaging for the 16 type III bursts detected in the LOFAR dynamic spectrum.
The label shows the observation frequencies in MHz and times in (minutes:seconds from 12:00:00 UT).
Here, the color coding is not absolute, but rather each panel has its own color code.
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the southern hemisphere and open field lines from the southern coronal hole. However, limitations exist
due to outdated magnetic data for AR12738.

The potential origins of type III radio emissions include closed-field lines structures, electron beams
from open-field active regions, or from corona acceleration due to magnetic field expansion in active
regions. Furthermore, an inverse relationship between imaging quality and solar radio emission brightness
was noted, attributed to calibration solution inaccuracies caused by solar emission leakage into calibrator
beam side lobes.

3.4.3 Plasma Diagnostics and Magnetic Field Analysis

The alignment of radio sources (Fig. 3.7) with a streamer-like structure near the equator indicates
elevated plasma beta, reduced coronal temperature, and diminished Alfven speed. However, the coronal
plasma density appeared homogeneous with no prominent structures due to model resolution limitations.
Radio sources for all bursts were found in the same quadrant from Earth’s perspective, confined between
the equatorial sheet and the southern coronal hole and moving along that boundary.

Variability of coronal plasma quantities at radio sources’ centroids was observed (Fig. 3.9), with
coronal temperature increasing with radial distance. Additionally, the behavior of coronal magnetic
field, plasma total dynamic pressure, and Alfven speed decreased over distance. Plasma beta parameter
sharply increased around 40 MHz, suggesting dominance of plasma pressure over magnetic pressure at
that distance from the Sun.

Comparison of density profiles (Fig. 3.9) indicated significant differences between MAS and FOR-
WARD modeling results compared to the 2.5×Newkirk density model and theoretical expectations. The
discrepancy, even after accounting for enhancement factors, suggests possible scattering effects or stealth
CMEs affecting density observations, highlighting limitations in current modeling and suggesting the
need for additional physics to characterize density distribution accurately.

3.5 Summary and conclusions

In this study (Nedal et al. 2023b), a series of 16 type III bursts observed on April 3, 2019, during
the PSP’s near-Sun encounter, were analyzed using PSP/FIELDS and LOFAR. These bursts, spanning
nearly 20 minutes, occurred amidst relative solar quietness with a dominant active region on the solar
disk. A semi-automated pipeline aligned PSP and LOFAR observations, facilitating analysis of burst
characteristics like frequency drift and electron beam speeds, suggesting their interrelation.

Interferometric imaging revealed a single source for these bursts in the solar corona’s southeast
limb. Various potential origins for the bursts were discussed, including impulsive events (Ishikawa et al.
2017; Che 2018; Chhabra et al. 2021), plasma upflows (Harra et al. 2021), and magnetic reconnection
(Gopalswamy et al. 2022a). Magnetic extrapolation indicated no open potential field lines to active
regions AR12737 or AR12738, consistent with prior findings.

Integration of burst source location with magnetic modeling suggested discrepancies, possibly due to
scattering effects. Scattering and propagation effects were found significant, impacting burst location
determination. Future investigations, including the TDoA technique and Solar Orbiter observations,
were proposed.

The study highlighted LOFAR’s efficacy in characterizing solar eruptive events and quiet periods, with
implications for space weather monitoring. Future work aims to automate burst analysis and investigate
their relation to solar surface activity. Additionally, analysis using LOFAR imaging and MAS modeling
indicated discrepancies between observed and modeled burst trajectories, emphasizing the need for model
refinements. Overall, this study underscores the importance of considering scattering effects and refining
models to enhance understanding of solar radio emissions’ propagation in the corona (Kontar et al. 2019,
2023; Chen et al. 2023).
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Figure 3.7: Different viewing angles for the deprojection of the radio sources of the sixth burst using the
2.5×Newkirk electron-density model on the PFSS solution. The black arrow points toward the Earth’s
LOS. The yz plane is the POS as seen from the Earth. The red dashed line is a spline curve fit for the
sources’ centroids. The red, black, and blue curves are the open northern, closed, and open southern
field lines, respectively. The opacity of the closed field lines is decreased for better visualization.
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Figure 3.8: Synthesized maps of plasma parameters obtained using the FORWARD toolset, with the
70%-contour of radio emission of the sixth burst at the first timestamp (12:34:06.8 UT) at the frequency
of 72.26 MHz depicted on top of the 2D POS cuts. The left column represents, from top to bottom,
plasma density, magnetic field, and the total plasma dynamic pressure. The right column represents,
from top to bottom, the temperature, plasma beta, and the Alfven speed.
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Figure 3.9: Coronal plasma parameters sampled from the 2D maps by the source centroids. The top
panel shows (from left to right) the plasma density profiles from the MAS model, 2.5ÖNewkirk model,
and the theoretical densities under the fundamental and harmonic assumptions, plasma temperature,
and magnetic field. The bottom panel shows, from left to right, the total plasma dynamic pressure,
Alfven speed, and plasma beta. The x-axis is inverted to demonstrate a progression of increasing radial
distance from the Sun as the observer moves towards the right.
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Chapter 4

Modeling and Forecasting of Solar
Energetic Protons

This chapter introduces a deep learning approach for forecasting the integral flux of energetic protons
across three energy channels over three forecasting horizons.

4.1 Introduction

CMEs are pivotal in solar physics, attracting attention for their role in solar activity. Observations
across various wavelengths provide insights into their dynamics (Vourlidas et al. 2003; Zhang & Dere
2006; Bein et al. 2011; Bastian et al. 2001; Veronig et al. 2010). Particularly, EUV observations, aided
by instruments like AIA, have become crucial in capturing early CME stages (Lemen et al. 2012; Pesnell
et al. 2012). CMEs can induce shock waves in the solar corona, observable as EUV waves or CBFs, crucial
for SEP acceleration (Thompson et al. 1998; Long et al. 2011; Ontiveros & Vourlidas 2009; Gopalswamy
& Yashiro 2011; Battarbee et al. 2013; Kozarev et al. 2013; Schwadron et al. 2014; Kong et al. 2017).

Previous research has focused on characterizing CME dynamics and their associated shocks, notably
their relationship with CBFs (Kozarev et al. 2019). Extending this work, our study models CBF-related
shock dynamics and particle acceleration up to 10R⊙ , integrating with a numerical particle transport
model, marking a significant advancement in Sun-to-Earth physics-based modeling (Kozarev et al. 2022).

SEP production by coronal shocks throughout the inner heliosphere has garnered attention. CMEs,
particularly in their early stages, play a major role in SEP acceleration (Reames 1999; Ontiveros &
Vourlidas 2009; Gopalswamy & Yashiro 2011; Battarbee et al. 2013; Kozarev et al. 2013; Schwadron
et al. 2014; Kong et al. 2017). Our study extends modeling of CBF-related shock dynamics and particle
acceleration, marking the first validated Sun-to-Earth physics-based modeling for SEP acceleration and
transport (Kozarev et al. 2022).

Various models exist for SEP forecasting (Whitman et al. 2023), including physics-based, empirical,
and Machine Learning (ML) based models. Notably, the PROSPER model provides probabilistic pre-
dictions for multiple energy channels (Papaioannou et al. 2022), while ML approaches offer promising
avenues for accurate and rapid forecasting (Lavasa et al. 2021; Kasapis et al. 2022). Despite advance-
ments, forecasting SEP fluxes remains challenging, emphasizing the need for dependable forecasting
systems. In upcoming sections, we address challenges in modeling SEP fluxes, particularly focusing on
imbalanced datasets and low-resolution data. Our study builds upon previous work on CBF kinematics
discussed in Chapter 2 and presents advanced deep learning models for forecasting daily integral flux of
SEP, offering insights into space radiation profiles.

4.2 Solar Proton Flux Forecasting with Deep Learning Models

4.2.1 Data Preparation

This section outlines the selection of input physical quantities, their sources, and the forecasting outputs.
Two categories of input features are considered: remote signatures and in-situ measurements. Remote
signatures include the F10.7 index, long-wavelength (XL), and short-wavelength (XS) x-ray fluxes, ob-
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tained from the GOES database1. In-situ measurements comprise near-Earth solar wind magnetic field
and plasma parameters, sourced from spacecraft stationed at the Lagrange point (L1)2. Data covering
December 1976 to July 2019 were acquired from the Space Physics Data Facility (SPDF) OMNIWeb
database and supplemented with daily sunspot numbers from the SILSO archive3.

Figure 4.1 displays the timeseries data for all features, including SEP integral fluxes, sunspot numbers,
F10.7 index, x-ray fluxes, solar wind speed, and IMF magnitude. The dataset was split into training,
validation, and test sets for deep learning model development (Ripley 1996). Correlation analysis guided
the selection of input parameters, focusing on logarithms of SEP fluxes, x-ray fluxes, F10.7 index, sunspot
numbers, solar wind speed, and IMF magnitude. Separate models were trained for each target output
feature. To ensure consistency, all timeseries data durations were aligned and resampled to daily averages.
Missing values were linearly interpolated. The dataset split followed a 9-2-1 strategy over the 43-year
timeframe, allocating 74.29% to training, 16.2% to validation, and 9.51% to testing. This strategy aimed
to mitigate bias and streamline training efficiency, without shuffling timeseries data to maintain temporal
order (Nedal et al. 2019; Pala & Atici 2019; Benson et al. 2020; Zhang et al. 2022b; Zhu et al. 2022).

4.2.2 Method

This section outlines the data analysis methods employed in this study. It begins with an overview
of model selection, followed by a detailed explanation of the Bi-directional Long Short-Term Memory
(BiLSTM) neural network architecture.

The Bi-LSTM Model

BiLSTM neural networks, an extension of recurrent neural networks (RNNs), process input sequences
in both forward and backward directions (Schuster & Paliwal 1997; Hochreiter & Schmidhuber 1997;
Kolen & Kremer 2001). Unlike regular RNNs, which rely solely on past information, BiLSTM networks
incorporate future context, enhancing prediction accuracy. Each BiLSTM layer comprises forward and
backward LSTM layers, as depicted in Figure 4.2, enabling the model to capture long-term dependencies
effectively.

BiLSTM networks offer several advantages over traditional LSTM networks (Graves & Schmidhuber
2005; Ihianle et al. 2020; Alharbi & Csala 2021). They excel in tasks like timeseries forecasting, speech
recognition, and language translation by capturing long-term dependencies in both directions (Wöllmer
et al. 2013; Graves & Jaitly 2014; Sundermeyer et al. 2014; Huang et al. 2018; Nammous et al. 2022).
Additionally, they adapt well to variable-length sequences and handle noisy data. However, BiLSTM
networks are computationally intensive, require more parameters, and demand larger training datasets.

The final dataset comprises 7 features, spanning from December 25th, 1976, to July 30th, 2019,
totaling 15,558 samples. The model configuration includes 4 BiLSTM layers with 64 neurons each
and an output dense layer with 3 neurons representing the forecasting horizon. The total number
of trainable parameters is 333,699. Training involved 50 epochs, as further iterations did not yield
significant improvements. Callbacks such as ModelCheckpoint, EarlyStopping, and ReduceLROnPlateau
were employed to monitor model performance, minimize overfitting, and adjust learning rate, respectively.

Model Selection

To determine the most suitable model, I conducted a comprehensive analysis, starting with baseline
models like the naive (persistence) model and moving-average model. Following this, I explored ML-
based models, opting for the Adaptive moment estimation (Adam) optimizer for its efficiency (Kingma
& Ba 2015).

Data preparation involved creating a windowed dataset using a Multi-Input Multiple Output (MIMO)
strategy, minimizing the imbalance of active and quiet days (Benson et al. 2020). The Huber loss function
was selected due to its robustness to outliers, crucial for our noisy data.

Various neural network architectures were examined, including linear models, dense ML models,
simple RNNs, LSTM, and BiLSTM models. Optimal learning rates were determined using the Learn-
ingRateScheduler callback function. Ultimately, a BiLSTM model with five hidden layers, each compris-
ing 64 neurons, and a learning rate of 0.001 was chosen based on performance evaluation on validation
and test sets. Figure 4.3 illustrates the comparative analysis of Huber loss across the evaluated models.

1GOES SXR Database: https://satdat.ngdc.noaa.gov/sem/goes/data/avg/
2OMNI Database: https://omniweb.gsfc.nasa.gov
3Sunspot Number Dataset: https://www.sidc.be/silso/home
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Figure 4.1: Data splitting for all input features, showing the training, validation, and testing sets. Daily
data from 1976-12-25 00:00 to 2019-07-30 00:00. The gray shading labels the solar cycles from SC21 to
SC24.
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Figure 4.2: Architecture of a single BiLSTM layer. The blue circles at the bottom labeled by (x0, x1,
x2, ..., xi) are the input data values at multiple time steps. The purple circles, on the other hand, are
the output data values at multiple time steps labeled by (y0, y1, y2, ..., yi). The dark green and light
green boxes are the activation units of the forward and backward layers, respectively. The orange and
yellow circles are the hidden states at the forward and backward layers, respectively. Both the forward
and backward layers composes a single hidden BiLSTM layer. The figure is adopted from Olah (2015)

Multiple evaluation metrics were utilized to assess model accuracy and performance, guiding further
refinement.
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Figure 4.3: Benchmarking of 10 models, shows the Huber loss for the validation and test sets.

4.2.3 Results and discussion

Long-term Forecasting

In Figure 4.3, ML-based methods showed similar performance, outperforming persistence and moving
average models. The BiLSTM model exhibited superior performance across validation and test sets.

Three BiLSTM models, one per energy channel, were developed and trained to forecast SEP integral
flux. Model performance was evaluated using Huber loss (Fig. 4.4), MAE, and learning rate adjustments
via LearningRateScheduler callback function.

Experimentation revealed batch size and optimizer learning rate as critical hyperparameters affecting
model performance (Greff et al. 2016). Other architectural changes yielded marginal improvements but
increased training time and computational resources.

Figure 4.5 depicts model predictions against observations for 1-day, 2-day, and 3-day forecasts across
energy channels. Correlation analysis on the out-of-sample test set showed high correlation across forecast
windows. Correlation between modeled data and observations declined with longer forecast horizons,
especially noticeable between 1 and 1.5 on the x-axis. Rolling window analysis (Fig. 4.6) revealed
correlation drops during solar cycle transitions.
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During low solar activity, forecasting low SEP fluxes becomes challenging due to increased random-
ness. Factors influencing correlation during quiet periods require further investigation.

Model performance ranked highest for >60 MeV, followed by >10 MeV and >30 MeV channels.
Correlation decline at >30 MeV is consistent with previous findings (Le & Zhang 2017).

Visual inspection of test set examples (Fig. 4.5) revealed strong correlation between predicted and
observed onset time, peak time, and end times of SEP events. This suggests that the model effectively
captures temporal variations and flux trends in SEP events.

Evaluation using skill scores and threshold-based clustering algorithm demonstrated declining per-
formance with longer forecasting windows. Our model showed comparable performance with previous
studies (Table 4.3), with lower false alarm rate compared to UMASEP model.
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Figure 4.4: Left Panel - The Huber loss vs. the number of training epochs for the BiLSTM model for
the validation and test sets, for the 3 energy channels. Middle Panel - The mean absolute error (MAE);
the model’s metric vs. the number of training epochs. Right Panel - Shows how the learning rate of the
Adam optimizer changes over the number of epochs.

Table 4.1: Summary of the performance results of the models for the validation and test sets.

Validation Set
log PF >10 MeV log PF >30 MeV log PF >60 MeV

Model Loss 0.0016 0.0010 0.0009
Model Metric 0.0329 0.0232 0.0218

1-Day 2-Day 3-Day 1-Day 2-Day 3-Day 1-Day 2-Day 3-Day
MAE 0.061 0.091 0.125 0.053 0.079 0.098 0.052 0.069 0.086
MSE 0.013 0.028 0.054 0.010 0.031 0.055 0.009 0.027 0.047
RMSE 0.114 0.168 0.233 0.098 0.176 0.234 0.097 0.164 0.217
MAPE 22.156 28.104 34.721 13.039 18.590 22.735 10.036 13.994 16.731

Test Set
log PF >10 MeV log PF >30 MeV log PF >60 MeV

Model Loss 0.0014 0.0011 0.0010
Model Metric 0.0333 0.0283 0.0250

1-Day 2-Day 3-Day 1-Day 2-Day 3-Day 1-Day 2-Day 3-Day
MAE 0.072 0.099 0.125 0.053 0.088 0.107 0.045 0.066 0.081
MSE 0.015 0.030 0.050 0.009 0.029 0.048 0.007 0.020 0.034
RMSE 0.121 0.172 0.224 0.094 0.170 0.218 0.082 0.141 0.184
MAPE 30.135 37.498 48.139 20.599 34.300 40.803 12.358 20.504 25.305

Table 4.2: Confusion matrix for the energy channel ≥10 MeV predictions in the test set.

E >10 MeV No. events TP TN FP FN
1-day ahead 15 21 1441 2 13
2-day ahead 13 14 1441 2 20
3-day ahead 5 5 1443 0 29
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Figure 4.5: Correlation between the model predictions and observations for 1-day, 2-day, and 3-day
ahead for >10 MeV (top panel), >30 MeV (middle panel), and >60 MeV (bottom panel). The panels
in the left column represent all the points of the test set, those in the right column represent all the
observations points with daily mean flux ≥10 pfu.

Table 4.3: Comparing the skill scores with previous models. The dashed entries mean the data is
unavailable (Whitman et al. (2023) for more details).

Model POD FAR TSS HSS POFD CSI Accuracy Precision

Our BiLSTM model
1-Day 0.618 0.087 0.531 0.732 0.001 0.583 0.99 0.913
2-Day 0.412 0.125 0.287 0.553 0.001 0.389 0.985 0.875
3-Day 0.147 0 0.147 0.252 0 0.147 0.980 1

UMASEP-10 (Núñez 2011) 0.822 0.219 — — — — — —
PCA (Papaioannou et al. 2018) 0.587 0.245 — 0.65 — — — —
SPARX (Dalla et al. 2017) 0.5 0.57 — — 0.32 0.3 — —
SPRINTS (Engell et al. 2017) 0.56 0.34 — 0.58 — — — —
REleASE (Malandraki & Crosby 2018) 0.63 0.3 — — — — — —
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Figure 4.6: Comparison between the model outputs and observations of the test set for the 3 energy
channels. In addition to the rolling-mean window correlation for 1-day ahead predictions.
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Figure 4.7: The model’s forecasts for the out-of-sample testing set for the >10 MeV channel are shown
at forecast horizons of 1 day, 2 days, and 3 days ahead, using samples of data from December in selected
years mentioned in the top-left side of the plots.
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Short-term Forecasting

This study aims to enhance the prediction accuracy of SEP integral flux, crucial for mitigating space
weather hazards (Nedal et al. 2023a). Employing a BiLSTM NN model, it utilizes high-resolution
hourly-averaged data from four standard integral GOES channels. Key input parameters include the
F10.7 index, sunspot number, x-ray flux, solar wind speed, and IP magnetic field strength, sourced from
OMNIWeb and GOES databases across two solar cycles. Additional features, like active region locations
from NOAA daily reports, are incorporated for improved predictions.

Evaluation involves out-of-sample testing, assessing feature impacts, and benchmarking against ex-
isting methods. Data partitioning follows the 9-2-1 strategy over a 23-year period (1996–2018), with
73.99%, 16.44%, and 9.57% allocated to training, validation, and testing sets respectively. Data format-
ting adopts the MIMO strategy (Benson et al. 2020).

The model forecasts the logarithm of integral proton flux across energy channels, with a focus on
>10 MeV. Figure 4.9 compares 1-hour predictions with observations for two sample SEP events.
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Figure 4.8: Temporal heatmap shows a comparison between the model outputs and observations for the
rolling-mean window correlation of the integral >10 MeV proton flux at six predicting windows. The
top panel represents the validation set and the bottom panel represents the testing set. The numbers on
the y-axis are the mean R values.

Table 4.4: The MSE/MAE for the validation and test sets over six forecasting windows.

1-hr 2-hr 3-hr 4-hr 5-hr 6-hr
Valid. Set 0.078/0.238 0.086/0.254 0.091/0.263 0.098/0.273 0.102/0.280 0.115/0.299
Test Set 0.012/0.080 0.012/0.079 0.012/0.080 0.011/0.079 0.011/0.080 0.011/0.079

4.3 Conclusions

In Nedal et al. (2023a), BiLSTM neural networks are developed and trained to predict daily-averaged
integral flux of SEP at 1-day, 2-day, and 3-day ahead, focusing on energy channels >10 MeV, >30 MeV,
and >60 MeV. Input data from OMNIWeb databases span four solar cycles, utilizing MIMO strategy
for forecasting, achieving promising results with low MSE values and strong correlations.

The study highlights challenges in longer-term SEP forecasting, particularly in maintaining model
performance over extended forecasting windows. Short-term predictions are crucial for space weather
forecasting, emphasizing the significance of accurate modeling for protecting space assets.
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Figure 4.9: Comparison between the model’s forecast and the observations for the integral >10 MeV
proton flux at forecast horizon of 1 hour ahead. The top panel represents a sample of the validation set
and the bottom panel represents a sample of the testing set.

BiLSTM networks offer promise for heliophysics forecasting tasks, warranting further investigation
into optimal model configurations and data requirements. Our study contributes to the growing field of
deep learning in heliophysics and space weather research.

In conclusion, our work demonstrates the potential of BiLSTM neural networks in forecasting SEP
integral fluxes, essential for space weather forecasting and safeguarding space assets. Future efforts will
focus on real-time prediction models, incorporating recent data and enhancing model sophistication for
improved accuracy.
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Chapter 5

Summary

In this final chapter, I provide a comprehensive summary of key findings from the dissertation’s chap-
ters, focusing on EUV waves, solar type III bursts, and SEP modeling and forecasting. Exploration of
CBFs and the Wavetrack tool enhances understanding of solar dynamics. Extending the CBF dataset
promises deeper insights, while multi-wavelength observations aim to elucidate energetic particle origins.
Developments in interpretable deep learning models driven by higher resolution data offer potential for
advancing SEP forecasting.

Chapter 2 analyzes base-difference images from SDO/AIA to study EUV waves, calculating kine-
matic parameters and employing SOHO/LASCO measurements, and exploring the plasma parameters
during the propagation of CBFs. Chapter 3 examines type III bursts during PSP’s near-Sun encounters,
observing sixteen bursts using PSP/FIELDS and LOFAR. A semi-automated pipeline aids in data anal-
ysis, aligning bursts and locating emissions off the southeast limb, suggesting a single source of electron
beams low in the corona. Chapter 4 introduces a BiLSTM NN model for forecasting SEP integral flux
at 1 AU shows promising results for short-term predictions.

In conclusion, the dissertation contributes to understanding EUV waves, provides insights into type
III bursts and SEP simulations, and advances forecasting using deep learning. Future directions include
refining models and incorporating recent data for comprehensive space weather forecasting.

The quest to understand the Sun’s dynamic nature persists, with future heliophysics research poised
to advance our knowledge and space weather forecasting capabilities.

Expanding the dataset for EUV waves across solar cycle phases offers insights into their behavior
amidst cyclical solar activity. Similarly, analyzing solar radio bursts across diverse active regions enhances
our understanding of their characteristics. Utilizing multi-wavelength observations from instruments like
LOFAR, PSP, and Solar Orbiter enriches our understanding of energetic particles and radio bursts in the
solar corona. High-resolution data enhances the accuracy of dynamic process representations. Addressing
scattering and propagation effects on SEPs and radio burst observations is crucial for refining forecasting
models.

Incorporating features from active regions into SEP prediction models improves forecasting capa-
bilities. Implementing interpretable deep learning architectures enhances model reliability and reduces
forecasting errors. Developing real-time analysis tools integrating data from new instruments and space-
craft, alongside advanced methodologies, enables early warnings and accurate risk assessments for space
weather events.
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Vršnak, B., Žic, T., Vrbanec, D., et al. 2013, Solar physics, 285, 295

Warmuth, A. 2015, Living Reviews in Solar Physics, 12, 1

Webb, D. F. & Howard, T. A. 2012, Living Reviews in Solar Physics, 9, 1

Whitman, K., Egeland, R., Richardson, I. G., et al. 2023, Advances in Space Research, 72, 5161, cOSPAR
Space Weather Roadmap 2022: Scientific Research and Applications

Wild, J. & McCready, L. 1950, Australian Journal of Chemistry, 3, 387

Wild, J., Smerd, S., & Weiss, A. 1963, Annual Review of Astronomy and Astrophysics, 1, 291

Wills-Davey, M., DeForest, C., & Stenflo, J. O. 2007, The Astrophysical Journal, 664, 556
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